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Abstract: Breast Cancer, one of the most common diseases which has impacted the female population is a result of 
two genes BRCA1 and BRCA2. The geneses result in the formation of cysts or lumps in the female breast which can 

later develop into a fully developed tumor. The tumor can either be malignant (cancerous) or benign (harmless), 

depending on the composition of the nuclei which forms it. This case study focuses on the several characteristics of the 

lumps and using classification algorithms makes an attempt for early prediction of cancer symptoms depending on the 

various characteristics of the lump. 
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I. INTRODUCTION 

 
The main focus of this paper is to study the impact of different classification algorithms in the prediction of label 

attributes. The model will be judged using Accuracy, Precision and Recall and ROC curves as parameters. These 

parameters come in handy when the model is first trained on Train data and then on Test Data. This paper is catalogued 

as follows, Section II. presents a related work in this field. Section III. discusses the methodology and the aspects of 

classification algorithms and respective datasets. Section IV. Elaborates Experiment and finalizes the results produced 

by the algorithms. Section V. presents the detailed conclusion. 

 

II. RELATED WORK 

 

Dr. Wolberg and Prof. Mangasarian along with his two students focused on Fine Needle Aspiration (FNA) to 

accurately diagnose breast masses. Out of all the characteristics of the FNA sample, Certain characteristics proved to 

more significant in contributing towards diagnosis. The team constructed a classifier called the multisurface method 
(MSM) and using the most significant features accurately recognized 97% of the new cases.  

 

The recognition process was constructed using the following process: 

 A FNA sample was taken from the breast mass, and the individual well differentiated cellular nuclei were identified. 

 The individual nuclei were isolated, and the classification algorithm used computed the mean, standard error and 

extreme values resulting on total of 30 nuclear features for each sample. 

 Based on 569 cases, a linear classifier was constructed to differentiate benign from malignant samples. 

 

The system has been successful so far, and to this date has correctly diagnosed 176 consecutive new patients (119 

benign, 57 malignant) 

  

III.     METHODOLOGY 

 

This case study makes use of the following procedures to for the classification problem: 
 

 A dataset is selected which comprises of values of various features present in the cells of breast tissue 

 To optimize the application of classification algorithms, the dataset re-indexed using the randomly permutation 

function. 

 A correlation analysis is applied between the characteristics to compute the correlation  

 To group characteristics of each type, relativity analysis is performed on the dataset 

 The dataset is partitioned in the ratio 7:3 between Train and Test Dataset 

 To optimize and accurately classify the train dataset into Malignant and Benign, 10-fold Cross Validation is 

performed on the dataset. 
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 The classification algorithms, Logistic Regression, Naïve Bayes, Gradient Boosted Trees, Random Forest Trees are 

applied on the Train dataset and, and their corresponding accuracy on the Test dataset is judged using ROC Curves 

and Precision Recall Curves 

 

A. Dataset Used 

The dataset used is provided by University of Wisconsin Madison, and comprises of values for several features present 

in the breast tissue for each cellular nuclei in the tissue. The dataset comprises of 699 rows along with 11 columns and 

is first reshuffled and then all the missing values in the dataset are replaced with 0 for accuracy of results. 
 

B. Classifier Used 

1) Logistic Regression 

Logistic Regression is a type of regression analysis, which is used when the dependent variable is dichotomous(binary). 

Similar to other regression analysis, Logistic Regression is a kind of prediction algorithm, which is used to describe a 

relation between one dependent variable and other one or more independent variable(s). 

Logistic Regression works on the following assumptions:  

 The outcome must be discrete that is to say that the dependent variable should be dichotomous in nature  

 The dataset should not comprise of any outliers and even there are such values, they need to either standardized or 

only a range of z scores need to be collected 

 The various features needed for classification or the assumed independent variables in this case should not have 
high correlations among them. 

 

Logistic Regression estimates the log odds of an event, which can be mathematically expressed as: 

g(F(x)) = ln( 
𝐅(𝐱)

𝟏−𝐅(𝐱)
) = β0 + β1x1+……..+βnxn 

 

Optimum efficiency of the model results when just the right number of features are used for training the model, for a 
dataset having too many features, training the model may result into overfitting. 

 

2) Naïve Bayes 

The Naïve Bayes classifier falls under the family of probabilistic classification algorithms and is not a single algorithm 

to train the model for classification, but is rather a collection of algorithms which classify documents in one category or 

another (i.e. legitimate text or spam, sports or politics, in this case study (malignant or benign)). These collective 

algorithms work on the assumption that the features being used for classification are independent of one another. These 

algorithms assign class labels to problem instances, represented as vectors of feature values, where the class labels are 

drawn from some finite set. Despite its simplicity, the Naïve Bayes classification algorithm can outperform more 

sophisticated classification methods. Naïve Bayes algorithm works on the foundation of Bayes theorem and make use 

of prior probability, likelihood and evidence of occurring of an event. 

For a problem instance having n features (x1,……xn, assumed to be independent), the probability of instance variables 
is given by  

p (Ck | x1 ,…..,xn), where Ck  represent the possible classes in which the various instances would be classified. 

Using Bayes Theorem, the conditional problem can be decomposed as:  

p (Ck |x) = 
𝐩(𝐂(𝐤))𝐩(𝐱|𝐂(𝐤))

𝐩(𝐱)
 

p (Ck |x) = 
𝟏

𝐙
 p(Ck)π (i = 1 to n) p (xi |Ck) 

 

where Z = p(x), is a scaling factor dependent on x1,x2,…….xn. Its value remains constant if the values of the feature 

variables are known. 

 
3) Gradient Boosted Trees 

Gradient Boosted Trees is a one type of classification algorithms and uses several weak models (like decision trees) 

and fine-tunes the models by improving the arbitrary differential loss function with each iteration. The GBT method 

teaches a model F to predict an output in the form y^ = F(x), and reduces the mean squared error (y^ - y)2, using all the 

actual values of the output variable present in the Train dataset. 

 

In simpler words, at each stage the GBT method improves on some imperfect model Fm, by building a new model Fm+1 

based on it and some estimator h. It is this h, which the GBT tries to improve in its iterations 1≤m≤M, along with the 

means squared error. Mathematically,  

Fm+1(x) = Fm(x) + h 
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4) Random Forest Trees 

Random forest is a collection of decision trees. It is presented independently with some controlled modification. Trees 

and the results included in Random Forest are based on majority of accurate output. Random forest is the best classifier 

for large datasets. 1) If 'n' is the number of cases in the training set, then 'n' cases are to be sampled randomly but with 

replacement, from the original data. This sample will act as a training set for growing the tree. 2) If input variables are 

'M' in number, a number mM is specified such that at each node, m variables randomly selected out of the 'M' input 

variables and among all these 'm', the best split is used to split the node. The value of m is kept constant during the 

forest growing. 3) Each tree is made to grow to the largest extent possible. Pruning is restricted just to get more 
accuracy compromising increased execution time 

 

C. Other Techniques applied for making dataset feasible for application of Classifiers 

1)  Reshuffling & Dealing with Missing Values 

For maximum efficiency of the classification algorithms, the relative position of the features and their corresponding 

values are shuffled. The dataset is then re-indexed and finally the missing values in the dataset are substituted with 

zero, for the classifiers to understand and act on it. 

 

2)  Correlation Analysis 

As one of the classifiers used is Logistic Regression, it is imperative that the values of the features used for 

classification are checked for their correlation with each other. All those features which have correlation below 0.9 are 
assumed to be fit for application of Logistic Regression. 

 

3)  Relativity Analysis 

For each characteristic, excluding the index, the Relativity analysis gives the Average Response and the Frequency 

Distribution of other columns. This practice, offers a deeper insight into how the data is linked with each other and 

facilitates in picking the best characteristics for prediction. 

 

IV. EXPERIMENT AND RESULTS 

 

The data set is partitioned into Train and Test in the ratio 7:3 while keeping the relative percentages of the features 

intact in each subset. After reshuffling and re-indexing the Train dataset, the correlation between the features is 
computed and those features which are comparatively independent of each other are considered for model building. To 

check the how much each feature weighs in comparison to others, the Relativity Analysis is performed on the Train 

dataset and finally the 10-fold cross validation is performed for efficient and bias free classification. The various 

classification algorithms i.e. Logistic Regression, Naïve Bayes, Gradient Boosted Trees and Random Forest Trees are 

applied first on the Train dataset and then their efficiency of classification is checked on the Test Dataset. The 

comparative performance of these algorithms is checked using the ROC curve and the Precision Recall Curve. The 

adjoining tables summarize the results of the experiments. 

 

TABLE 1. MODELS AND ACCURACIES ON TRAIN DATASET 

 

Model Used Accuracy 

Logistic Regression 93.91% 

Naïve Bayes 91.23% 

Gradient Boosted Trees 89.12% 

Random Forest Trees 97.42% 

 

TABLE1. shows the collective display of accuracies of several classification algorithms on Train dataset. The table 

clearly shows that out of the several algorithms used, Random Forest, with its highest accuracy rate of classification 

appears to be the clear choice. 

 

TABLE 2. MODELS AND ACCURACIES ON TEST DATASET 

 

Model Used Accuracy 

Logistic Regression 91.90% 

Naïve Bayes 86.54% 

Gradient Boosted Trees 82.78% 

Random Forest Trees 94.56% 



IJARCCE ISSN (Online) 2278-1021 
ISSN (Print) 2319 5940 

  
International Journal of Advanced Research in Computer and Communication Engineering 

ISO 3297:2007 Certified 

Vol. 6, Issue 8, August 2017 

 

Copyright to IJARCCE                                                         DOI10.17148/IJARCCE.2017.6844                                                            256 

TABLE 2. shows the collective display of accuracies of several classification algorithms on Test dataset. It becomes 

evident that Random Forest has performed reasonably well among the classification algorithms used. 

  

 
Fig3. Table Summarizing Correlation between the characteristics 

 

 
Fig 4. Correlation Analysis 
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Fig 5. Characteristics grouped by class 

 

 
Fig6.  Relativity Analysis based on id 
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Fig 7. Bar Chart for Average Response related to id 

 

 
Fig 8. Frequency Distribution over id 
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Fig9.  Relativity Analysis based on clump_thickness 

 

 
Fig 10. Bar Chart for Average Response related to clump-thickness 

 

 
Fig 11. Frequency Distribution over clump-thickness 
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Fig 12.  Relativity Analysis based on unif_cell_size 

 

 
Fig 13. Bar Chart for Average Response related to unif_cell_size 

 

 
Fig. 14 . Frequency Distribution over unif_cell_size 
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Fig. 15.  Relativity Analysis based on unif_cell_shape 

 

 
Fig 16.  Bar Chart for Average Response related to unif_cell_shape 

 

 
Fig. 17 Frequency Distribution over unif_cell_size 
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Fig 18.  Relativity Analysis based on marg_adhesion 

 

 
Fig. 19  Bar Chart for Average Response related to marg_adhesion 

 

 
Fig. 20  Frequency Distribution over marg_adhesion 
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Fig 21.  Relativity Analysis based on single_epith_cell_size 

 

 
Fig. 22 Bar Chart for Average Response related to single_epith_cell_size 

 

 
Fig. 23 Frequency Distribution over single_epith_cell_size 
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Fig. 24 Relativity Analysis based on bare_nuclei 

 

 
Fig  24. ROC Curve for Logistic Regression 
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Fig.25  Precision Recall Curve for Logistic Regression 

 

 
Fig. 26 ROC Curve for Naïve Bayes 
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Fig. 27 Precision Recall Curve for Naïve Bayes 

 

 
Fig. 28  ROC Curve for Gradient Boosted Trees 
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Fig. 29 Precision Recall Curve for Gradient Boosted Trees 

 

 
Fig. 30  ROC Curve for Random Forest Trees 
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Fig. 31 Precision Recall Curve for Random Forest 

 

 
Fig. 32 Comparison Of All Classifiers Using ROC Curve 
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Fig. 33 Comparison of All Classifiers Using Precision Recall 

 

V. CONCLUSION 

 

Since the class balance is not perfect in the dataset, AUC/ROC curve cannot be the sole determiner of the Effectiveness 

of the model. After evaluating the Precision recall curve along with ROC curve for the algorithms, Logistic regression 

seems to be a valid model for making predictions, but the choice will be determined by the choice of the operating 

point; Random forest will be a better choice if the precision requirement is 95% 
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